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Abstract—Wireless sensor networks are vulnerable to various C-N ¢ & Q 9 ¢  Sensor Node
attacks and network dynamics that can breach data privacy and @ ----- 9 @'j’_ _____
harm data availability. Since those threats cannot be addressed e e e p
purely by cryptography-based methods, this paper presents a 9 e ; & Storage Node
data dissemination scheme that can enhance two goals: data pri- e S e
vacy and data availability, leveraging the node location diversity p@ o
presented in typical wireless sensor networks rather than relying ﬁ‘O AT g % Mobile Sink
on cryptographic techniques. We demonstrate that the message #‘5

content is important to quantify the uncertainty associated with

data privacy and data availability, and provide content-based ) ) ] ]

definitions utilizing information states. Further, to strike the Fig. 1. An illustration of a data-centric sensor network Q).
balance between two conflicting goals in an energy efficient way,

we construct a spatial privacy graph based on the locations of

network noc_ies, and use a distributed_ coloring sche_me to ensure makes periodic patrols while carrying a data collector. The
that any pairs of nodes whose combined data provide too much cparacteristic of little physical protectiocombined with the

information should not send their sensed data to the same storagelo cost nature makes DCSNs Inerable to a wide variet
node. Additionally, sensor nodes selectively send data to multiple W u vu wide variety

storage nodes to achieve higher availabiiity. Our experimental Of network dyn.amics and qttacks, includi.ng npde captures,
results show that our scheme can achieve better data privacy node compromises, node failures, packet injections, jargmi

and a higher level of data availability at smaller energy cost attacks, etc. As a result, an adversary rbegach data privacy
than other baseline data dissemination schemes. by acquiringsensitive data stored in the network through node
compromises, omay affect data availability by removing
data permanently via disabling network nodes. In a habitat
Wireless sensor networks (WSNs) are changing the wayonitoring or target tracking DCSN, obtaining the storethda
that we interact with the physical world by providing a loweveals the location information about targets, which may
cost method to monitor the surroundings. For example, weeate life-threatening risks. To cope with those threass,
have recently witnessed sensing applications that regnotelesign a data-dissemination scheme that can enhance data
monitor endangered wild animals and track targets. As thogevacy and data availability before they are collected by a
WSNSs scale in size, the large volume of sensed data and thested data center.
required energy of collecting them have led to data-centric Many cryptography-based methods [3], [4], [1] are designed
sensor networks (DCSNSs) [1], [2]. In DCSNSs, sensed data ateensure data integrity, confidentiality, and access obifdr
stored among a few dedicated storage nodes in the netwadnsor networks. Although those cryptography-basecesgfiest
and a mobile sink will visit the network occasionally to @alt are essential in protecting WSNs against various attacky, th
the stored data. Unlike its previous counterpart, the biaed can only partially address the threats against data prigady
sensor network where one sink is used to collect and statata availability. For instance, they cannot cope with iinfa-
sensed data, a DCSN is efficient and robust, since it does tioh leakage caused by node compromises or communication
require every sensor node to deliver data to the sink that mdigturbance caused by jamming attacks. Additionally, most
be far away and may also become a single point of failurecryptography-based strategies rely on robust key managieme
Once deployed, possibly in a remote environment, DCSNshemes, which will impose extra storage costs and contglica
are typically left unattended with occasional human viaitsl the network deployment as well as its operations. In this
can create vast quantities of informatiohs an example, a paper, we are interested in whether we can mitigate threats
DCSN can be deployed in a forest for monitoring endamgainst data privacy and data availabilityriomyn-cryptography-
gered animals. Sensed data are stored in the network flrasedmethods that only exploit the sensor location diversity
and are then collected automatically by a forest ranger wkahibited in the typical wireless sensor network. We presen
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method that can serve as a complimentary solution to egistin NN
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cryptography-based methods to enhance data privacy aad dat ,/ ;/”‘E\\\ \\ N N
availability. VAT YN s e s
Addressing data privacy issues together with data avéilabi NS S \ c \;/' i
ity is tricky. To increase data availability against nodiuie, NI N SN LS
it is natural to replicate data to many nodes. However, this ay o5

replication introduces the risk of data privacy leakage due

to node compromises. The requirement of energy efficiengy. 2. Iiustration that a combination of two potential e nodes provides
further complicates the solution. To strike a balance amonygre valuable information than three nodes which possesssimibrmation.
these three goals, we construct a graph called the spatial

privacy graph (SPG) to guide the data dissemination and

validate that our scheme can achieve a higher level of d&@nsists of sensor nodes, storage nodes, and mobile sisks,
privacy and data availability at less energy cost compar8fown in Figure 1

with other data dissemination schemes. We summarize ouf) Sensor NodesA network ofn,, static sensor nodeS,
contributions as follows: are deployed through a planar environméfit at positions

« We have identified that data privacy and data availabif:£2; -+ Zn, @0dSn = {Zi}ic(1..n,). Each sensor node con-
ity are determined by the uncertainty specified by dafifually senses its surroundings, and sends an event neegsag
contents, e.g., the granularity of locations in the contefiorage nodes whenever it senses an event of interest.rSenso
of location privacy, and we provided a novel definitiofl0des are identical, with the same sensing rangand the

of data privacy and data availability utilizirigformation S&Me communication range. The sensor nodes do not store

statesto quantify the uncertainty. Compared to existin%ata' but they always forward data to storage nodes. We avoid

privacy definitions, e.g., entropy, our definition require tting sensor nodes store data because of their lack ofgénou
memory to store data measured for months or years, and the

no prior knowledge. ) ; T
rohibitive number of nodes from which a mobile sink needs

o To our best knowledge, this is the first work designin

a data dissemination scheme with the goal of achievifg °ffload data. .

data privacy and data availability simultaneously. We Additionally, we assume the 'network .COI’ISIStS of low c_ost
formulate the problem as a multi-target optimizatio§€nsors capable ofoarse sensingThat is, each sensor is
problem and use distributed graph coloring to drive trfgduipped with a long range proximity sensor that can detect
data dissemination. the target wheneveliq(t) — z,,|| < rs, where g(t) is the

. To solve the problem, we constructed Spatial privadgpsition of a target at time. This sensing is boolean in the
Graphs (SPG) by identifying node paitsat compro- S€nse that the node knows only whether or not the target has
mised in combinatiorcan breach data privacy and harnPeen detected, but no other information. Thus, the reported
data availability, and designed an SPG-based distribut@asurement will be a circle with radius. We assume the

coloring algorithm that has shown to enhance data privaky S large enough so that capturing one message does not
and data availability. breach the privacy requirement.

The rest of the paper is organized as follows. We begin theFinaIIy, each sensor node is aware of the relative locatfon o
paper in Section Il by describing the sensor network mod'é? nlglg?bors.l Su.fr? |nfor5mat|on can be obtained by wireless
and the threat model. Then, we overview the problem of et‘?—ca I1zation agor:j ms [”]' i ¢ q
hancing privacy and availability, and discuss two baseliag 2)| Storage No ESA collection ofn, storage nodes are
dissemination schemes in Section Ill. We propose our SPEEPIOyed across the environméiit at positiony:, s, ..., yn, .
based data dissemination scheme that utilizes the cono‘.epi’vgere”_s < 1, ANAS; = {Yitiep...n,|- Storage nodes have.
a SPG in Section IV. In Section V, we evaluate both baselir@d 9€f S12€ of memory and larger k_Jatte_ry capacity. Theymre i
and our SPG-based data dissemination schemes. Finally, GJ&rge of storing data before mobile sinks offload the daia. T

end the paper with related work in Section VI and concludirqevent malicious users from overflowing the storage noges b
remarks in Section VIl iNjecting faulty packets, each storage node will perforrtada

filtering to sterilize the data. Thus, no matter whether tatad

[l. MODEL are encrypted or naluring message deliveriestorage nodes
In this section, we describe the network model and threfi¢ required to access the plaintext of each packet.
model. We summarize our notations in Table I. 3) Mobile Sinks:From time to time, one or more mobile
sinks will visit the network, and they will get close to each
A. Network Model storage node toffload data. Because of the relatively small

We focus on a data-centric sensor network that is deployedmber, we assume that mobile sinks are equipped with
to track targets or monitor habitatSpecifically, the sensing tamper-proof hardware, or guarded by humans. Thus, mobile
application first utilizes trusted data collectors to cdllmes- sinks cannot be compromised by any adversary or followed
sages generated by every sensor, and then derives thefocally a jammer that may interfere with their communication. In
information of the target from the messages. Tetwork summary, mobile sinks are reliable and trustworthy.



[ Notation | Explanation [[ Notation | Explanation [[ Notation | Explanation |

Shn The set of sensor nodes Ny The total number of sensor nodes x; A sensor node, where€ {1,...,n,}
Ss The set of storage nodes N The total number of storage nodes Yi A storage node, where€ {1, ..., ng}
Ts The sensing radius of sensor nodes Te The communication radius of sensor nodes p Duplication probability
ni(t) The I-state of storage nodeat time ¢ n*(t) The master I-statey” (t) = (), . 1:(t) V(n(t)) | The area of I-statey(t)
P |-state based privacy measure A |-state based availability measure E Energy cost
TABLE |

FREQUENTLY USED NOTATIONS

B. Threat Model complementary: outontentaware data dissemination problem

In this paper, we consider both unintentional and malicio@cuses onwhichstorage node to deliver whileontextaware
threats that breach data privacy and harm data availabilf§uting problems deal withowto deliver data.
We make the following assumptions about the symptoms the o ) . L
adversaries or network dynamics can cause: B. Motivation for the Privacy and Availability Definition
Nodes can be compromised.Since both sensor nodes and Preserving privacy is normally considered as the guarantee
storage nodes are left in the field unattended and pronetifat data is observable only by those who are supposed to
be compromised, we assume both of them are untrustworthgcess it. However, such a definition does not capture the fac
However, the adversary can only compromise up &iorage that privacy is closely linked to its resolution of uncentgi
nodes, sensor nodes, or any combination of them. AsTaking location privacy for example, we generally do not tvan
starting point, we assumg = 1 and adversaries are onlyto reveal where we are. Here, the definitionvdiere we are
interested in capturing storage nodes due to the higherfipaygetermines the boundary of the tolerance level of privaoyg, a
of compromising a storage node than a sensor node. Whein 8an be quite different in various cases. As an example,
node is compromised the adversary can obtain all stored datce might be willing to reveal her location information if
including secret keys and sensed data. Moreover, we assufwe granularity of location is at the level of city, while stse
that adversaries doot have a global view of the network andunwilling to reveal her current street address. Similalgran-
are unaware of all the locations of sensor nodes as well @arity of no less thar250m may be acceptable for protecting
storage nodes. endangered animals, but not less tRam. Thus, the definition
Nodes can fail or be jammed.We assume both sensorof privacy should quantify the level of informatiamcertainty
nodes and storage nodes can fail during the lifetime of tigtmilarly, the goal of data availability is not necessarity
network. They can experience hardware problems, causigarantee that all data records are accessible, but toesnsur
permanent data loss, or their communication channel cere available data set produces enough information abeut th
suffer from severe radio interference, resulting in an iiitgb target with acceptable level of resolution, i.e., uncetiai
to receive or send data. In either case, the data that aedstor Before quantifying the information uncertainty, we clgrif
or scheduled to be stored on the affected storage nodes Wik relationship between information and messages in senso
not be available to mobile sinks. networks. Since the message generated by each node only
In summary, data can be leaked to adversaries or cangevides a portion of the global location information thiag t
unavailable to mobile sinks due to various reasons, bregchsensing application has, one naive method to quantify the
data privacy and harming data availability. information uncertainty is to count the number of messages.
For instance, breaching data privacy can be quantified by the
number of messages obtained by adversaries, and data avail-
In this section, we first motivate the necessity of quamidyi ability can be defined as the number of available messages.
privacy and availability based on message contents; therHowever, with regard to privacy and availability, thentent
we discuss information states for modeling uncertainty amd messages is more important than the quantity of messages.
provide a quantitative definition of data privacy and datailav Figure 2 provides a simple illustration of the idea in the
ability; finally, we formalize and analyze data dissemio@ti context of target tracking applications, where the contefars

I1l. PROBLEM OVERVIEW

schemes. to the location of target. In the figure, nodés B, C' and
) D detect the target using their proximity sensors, and each
A. Privacy Scope generates a message reporting the possible region of thet tar

Data privacy of a network includesontent privacy and as a circle centered at itself. The location informationta t
contextprivacy [6]. In this study, we focus on content privacytarget provided by a set of messages is the intersection of
breaches that are caused by node compromises, node failuresresponding disks. Combining three messages from nédes
or even DoS attacks. We refer readers to other work [7R, and C results in an intersection region much larger than
[6] that copes with preserving context privacy, e.g., whetbe intersection of nodegl and D’s sensing ranges. Thus,
the communication has occurred and who has participatedking three messages does not necessary map to a worse
in communication. We note that those two problems apgivacy breach than leaking two messages, and the definition



of data privacy and data availability should bentent-aware

rather than counting the messages. Q

C. Uncertainty and Information States

1) Modeling the Uncertainty:We use the concept ah- (a) (b) (c)
formation stategl-states) [8] to capture the tolerance level of
uncertainty on both privacy and availability associatedhwi Fig- 3. Computing the I-state. (a) An initial information stafb) Expansion
a set of messages. I-states are used in robotics for re@sorﬁﬁgﬁg_c‘(’g)”%g rg‘:ulﬁﬁzssgga‘t’;;wggeﬁd intersection withivedemessage
about uncertainty and explicitly encode the uncertaintyuab
the target. More precisely, we use the testateto refer to

an instantaneous dESCription of this target at a given time.. When time f|"0rnt1 to to passes without any messages

In target tracking, I-states are the setmfssible stateshat being received, we compuigt,) from 7(¢1). To accom-
are consistent with the measurements provided by sensors, plish this we perform a Minkowski sum of(t1) with a

e.g., the possible locations of the target that can incur the ball of radius(t; — ¢1)vmae. Informally, this “expands”
measurements, and I-states are calculated according to the the |-state to reflect the fact that the state may have

content of messages. The main advantage of using the concept changed since the previous message was received. The

of I-states is that no prior knowledge of the target is reggir resulting region is retained agt,).

but the message contents. In comparisentropy has been , When a messagé0, t) is received, the existing I-state
used to define privac9], [10], but it is only applicable to is updated to the correef(t) by intersecting the current
limited scopes because its calculation requires prior kedge I-state with O. This takes the information provided by
of the probability distribution for the targets’ movements the message into account.

Formally, in a network that tracks the motion of a target rigyre 3 illustrates each of these updates. Our implemen-
through a planar environmeniy’ using proximity Sensors, ation approximates the curved boundaries of the I-stases a
suppose that prior to some timgsensor nodes have measuredqygonal chains.

m samples that map to» messages, 3) Information States in the NetworkEor a network with
(01, 11) (O t)} 1) ns storage nod(_as, eacr_l storage nggaill cal_c_ulate its I-state .
P A n;(t) based on its received messages. Additionally, there exists

in which O; is a circle known to contain the true state, angs & master” |-statey” () derived from all the messages received

a time stamp at which this information was known to be vali@c"oss all storage nodes, and) = 7 ()N Oy, (1) Thus,
Then a target positiod is consistentwith those messages if €€ €xistz, + 1 I-states in the network in total.

and only if there exists a continuous trajectqry[0,,] — W !N @ normal scenario without any attacks or hardware
such that failures, the mobile sink is able to collect all data stored

) at each storage node and to obtgif(t), while in practice
D dq/dt,g Umaz forall ¢ € [0,1;], where vn,q, is the  gqme storage nodes may fail and prevent the mobile sink from
target's maximum speed; obtainingn* (t), reducing the amount of information available
2) q(t;) € O; for all i & [L,m]; to the mobile sink. Moreover, it is possible that an adversar

3) alty) =4 compromises one storage nageand acquires its I-statg (¢),

The I-staten(t) at time ¢ is the set of target positions breaching the network privacy.
consistent with the messages with the time stamps prior to ) o
time . V(5(t)) denotes the area of the I-statét), which D- Evaluation Criteria
quantifies the level of uncertainty. A larg€i(n(¢)) means that ~ We target to design an energy-efficient data dissemination
the target can be anywhere inside a larger area, corresgpndicheme that can enhance privacy and availability. Thus, we
to higher level of uncertainty. define three evaluation metrics.

Consider the example illustrated in Figure 2 (a), and assumel) Privacy: Consider the case that the adversary is able
at timet = 0 nodesA, B, and C' generate three messaged0 compromise one storage nodeWe define the levels of
The I-state;(0) associated with all three messages is the poirfiis privacy breach as the size ratio betwegft)!, which the
inside the intersection of those three disks centered agéso@dversary can access, ant(t), which is the knowledge of
A, B, and C, respectively; and/(n(t)) is the area of that the entire network. This ratio is a measure of the quantity of
intersecting region, denoted by the shaded region in Figurdnformation that is protected in spite of the compromise. Of
(). course, compromising different storage nodes may lead to a

2) Computing the Information StateTo calculate the |- different level of payoff. In light of the fact that securitg
state, we perform iterative updates, maintaining the atire typically determined by the weakest point in the system, we
state and updating it when time passes and when new messagges , _ _

Since adversaries do not have the global information of theark, we

are rgceived. We start with the initial I-sta€0) = W. Then _do not consider the privacy breaches caused by the absesemséd data at
two kinds of updates are performed throughout the executiaiorage nodes, e.g., nodedid not detect a target.
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S Coloring by shortest hop count (b) Coloring by random coloring

be achieved, since it would require the network to retain
information that is not stored at any of its storage nodes.

2) Availability: Similar to the privacy definition, to define
network availability, we consider the area of the I-statailav

able to the entire network, in comparison to the area thgf. 59 assign colors to each sensor to indicahich storage
is stored at each individual storage node. If a storage nof§qes to deliver its data t®efine the color assignmedtas

fails, then the knowledge that can be reconstructed from ther nction mapping each sensor nadeto one or multiple
remainingns — 1 storage nodes is simply the intersectiogtOrage nodes iis., i.e. )

of their I-states. As a result, we can define availability by
considering the worst case across all possible storage node C: 8, — 2%,
failures:

Fig. 4. lllustration of shortest path coloring and randonfodag.

V(n*(t)) WhereQSs is the_ pO\_/\_/er_set oﬁs. The problem of preserving
= maxees, V(. NO) ) privacy anq availability is e_quwalent finding a color assign-
s jeSs—{i} 1 ; Takhili
ment functiorC that maximizes the privacy and availability of
To interpret this metric, observe that if all of the messa@@es the network at the minimum energy cost.
sent only to a single storage node, then we obthia 0, the  Solving this non-linear multi-objective optimization fro
worst availability, since the network then has a single poifem is challenging, since these three evaluation critefia,
of failure. In contrast, if each message is sent to at least " and £ are at least partially in conflict with one another:
distinct storage nodes, theh = 1, the “perfect” availability, intuition suggests—and our experiments confirm—that in-
because no single failure can result in data loss. RealisiégeasingA generally reduces® and increases’. To tackle
energy efficient protocols fall somewhere between these tye problem, we first analyze a few baseline data dissernmati
extremes. technologies to gain insights, and then present our SP€dbas
3) Energy: Because the energy available to each wireleggta dissemination protocol in Section IV.
sensor node is generally limited by battery capacity, one ] . o
important objective is to minimize the amount of energ: Baseline Data Dissemination
consumed for delivering messages per unit time. Egt) Essentially, we design our data dissemination protocails wi
denote the number of messages forwarded or generatedtliy inspiration from secret splitting algorithms [11]. Bac
the sensor nodebetween: = 0 andt = T. The system seeks sensor is capable of observing a coarse measurement of the

to keepE as small as possible target, similar to the concept of small pieces of secretrdg®
| nodes combine multiple messages, analogous to gainingrlarg

E== ZE(Z'), (4) portions of the secret. Finally, the trusted data collecian
T i=1 obtainn*(¢) by combining all messages and can pinpoint the

We note that this energy representation is sufficient to iod@cation of the target, corresponding to obtaining the etecr
energy spent both at the sending end and at the receiving endntuitively, the data dissemination protocol should guie
since we can scale uf by multiplying by a coefficientn. Messages to be distributed across several storage nodks, an
The coefficienix can include the energy consumed both as tBUS Split the secret evenly among storage nodes. To digstr
sender transmits the message and as its neighbors overiieat@S intuition, we analyze two baseline data dissemination

process the message. protocols. . .
o Shortest path.The shortest path coloring algorithm rep-
E. Problem Definition resents general data dissemination schemes [12] that aim at

The goal of our data dissemination protocol is to let senstgducing energy consumption without considering datsapgiv
nodes determine to which storage node they should delivar data availability. It involves a sensor node choosing the
their observations so that the overall priva@yand availability closest storage node to store its data. Figure 4(a) depicts
A are both good while the energy consumptibnis small. an example of such a coloring scheme with three storage
As such, the data dissemination protocol can be modeledrasles, in which each sensor node transmitshi® closest
a color assignment function. We label each storage node wétforage nodemeasured by hop counts in the network, i.e.,
a unique color 1D for instancethe same as the storage nod€(z;) = arg min_cg h(z;,y;), whereh() returns the hop



[ Scheme] Shortest path] Random color |

A B
P 0.30 0.49
A 0.02 0.28
E 36 61 C
TABLE I . b
COMPARISON OF THE SHORTEST PATH COLORING AND THE RANDOM
COLORING SCHEMES IN A NETWORK OF3 STORAGES NODES
(b

count betweenz; and y;. Although such a ShOFteSt-hOP-Fig‘. 5. lllustration of constructing the spatial privacyagh. (2) Communi-
count based coloring scheme consumes the smallest ama#ign topology. (b) Spatial privacy graph.

of energy, it will not provide good privacy and availability

For instance, imagining a target is moving in the white ragio _ )
(upper-right corner), the I-state stored on the white stera’’4(t)"5(t)Nnc(t). Thus, nodest and D must transmit their
noder,, () equalsy* (). If the white storage node happens t(pbs.erva_l'.uons to dn‘ferenlt §torag¢ nodes to improve priaawy

be compromised, the adversary can obtain the same locafygilability. In contrasF, it is relatively harmless forée nodes
information about the target as the trusted data collectot: B @ndC to transmit to the same storage node, because the
Moreover, if the white storage node is unavailable due ggnsors for these nodes will provide very similar inforoati

hardware failures, then no target movement informationt wil IS motivates us to construct a spatial privacy graph that
be available. This is the exact situation we want to avoid. 'dentifies those pairs of sensor nodes that in combination ca

Random coloringA naive technique to improve the datzdetermine the position of the target within a small region.
we define a spatial privacy graph of a set of sensor

distribution across the network is to randomly assign eachFormally, _ : :
sensor node a color, corresponding to a storage node. THA#ESS asGp = (S, Ep) in which a pair of nodesz;, z;)

is, the functionC is randomly selected, and only one color &€ connected by an edgg if and only if they form gprivacy

assigned to each sensor node. Figure 4(b) gives an exanff¥- Given a scalar parametprivacy factora, a pair of nodes
privacy pair, if their distancéd € [2rs — a,2r;]. The

of random coloring under the same network deployment E’Sa ¢ X X )
Figure 4(a). intuition is that these privacy pairs are nodes whose sgnsin
Performance comparisorilo evaluate the performance of/€9ions have small, nonzero intersections. Figure 5 iiiss
the shortest path and the random coloring schemes, we sif{lis Process. Figure 5(a) presents a simple network seenari
lated a network with 325 identical sensor nodes spread serod!ith 7 nodes, where the edges represent communication links
2000m by 2000m network field. A single target moved througr9ure 5(b) depicts the resulting spatial privacy grapheseh
the field and each sensor node detected the target whend{}§redges link privacy paurs. We note that although nades
it was within the sensor's 250m range. The results, whi@hd D are within each other’s communl_catlon range, th_ey are
are listed in Table Il, confirm that the shortest-path scherff®® close to have an overlapped sensing range that is small
achieves low availabilityt and privacyP but consumes small €n0ugh to be considered as a privacy pair. Tiignd D are
amount of energyE. In comparison, the random coloring”Ot connected in the spat_lal privacy graph. In th|s_example,
scheme consumes almost twice the amount of the energy"&assumer; > r.. The distance between node peit, ')

the shortest-path, but achieves a higher level of data qyivdS !2rger than their communication range but smaller than
and data availability. 2r,. Thus, nodesd and I’ are not connected in the network

topology, but are connected in the spatial privacy graph.
V. SPG-BASED DATA DISSEMINATION
We have shown that achieving high privacy and availabilitly?/" ] N ) )
with minimum energy cost is a tricky multi-objective opti- The SPG identifies the privacy pairs that should select
mization problem. In this section, we present our SPG-bas@dferent storage nodes to save their data. Thus, to enhance
data dissemination protocol that seeks balance among thdg& privacy, each sensor node can determine its storage nod

Enhancing Privacy via a Distributed Coloring Algorithm

objectives. by executing a distributed graph coloring scheme. .Gi\./enan
_ _ vertex SPG withGp = (S, Ep), the output of the distributed
A. Spatial Privacy Graph coloring scheme is a colored graph = (S, Ep, C). Without

Before defining spatial privacy graph (SPG), we examine thaess of generality, we assign one color to each sensor node,
insights obtained from studying our random coloring schemand denote the color assignmeris as C = {c,,|c,;, =
Particularly, the random coloring scheme improves the pl{x;)}v.,cs. ldeally, G. should satisfytwo requirements:
vacy and availability by simply distributing equal numbefs valid and feasible Here, valid means that for every edge
messages to each storage node. However, equal distributigne Ep, its verticesz; and z; have different colors, e.g.,
of messages is not sufficient. Recall the example showndp # c,,, andfeasiblemeans that the color of every vertex
Figure 2, where four noded, B, C, and D detect the target. should be one of the storage nodes’ colors. A valid and féasib
Among all nodes, the combination of's and D’s informa- coloring can guide the network to disseminate messages that
tion statesna(t) N np(t) is more “valuable” compared to belong to the same privacy pairs to different storage nodes




and thus achieve high privacy. However, for any SPG andAlgorithm: Distributed Coloring
given number of storage nodes, it is not always possible [tojnput: Nbr: neighbor set

obtain a valid yet feasible colored graph. For instance, |if Input: I,: local sensor ID

there are only two storage nodes available to color the SPGo = Io + ns;

shown in Figure 5(b), then it is impossible to obtain a valid "ePeat

_ . Announce(,, C,);
coloring among nodes!, C, and D. To address this issue, {Ca, Yo, ennr = ReceiveAnnounce();

our distributed coloring algorithm will first generatevalid if Co > ne and ¢, > max {Cs, }, .y then
coloring and then adjust thosefeasiblecolors intofeasible | Co= UpdateColor{C.., }., enbr);
colors. end

Algorithm walk-through. Our distributed coloring algo- | until NoChanget,) and NoChange{c, }.; entr);
rithm is motivated by Linial's coloring scheme [13], which Algorithm 1. The SPG-based distributed coloring algo-
starts with a valid colored graph with a large number ofrithm
colors and then reduces the total number of colors itefgtive
However, Linial's coloring scheme is inapplicable to our
problem because it does not consider the factor of energy céftd terminates with a valid (but not necessarily feasible)
sumption, which is crucial to sensor networks. In comparjsocolored graphG. = (S, Ep, C).

our distributed coloring algorithm is energy efficient. Proof: We first prove that the algorithm terminates within

Our d?stributed algorithm works in the following way. Prion o iterations, then prove the resulting colored graph is valid
to coloring sensor nodes, we map each storage node t induction.

unique color numbered from 1 to,. Then, each sensor node “qermination, In each iteration, a node that can update its

assigns its color purely based on its neighbors’ colors Rgior must have a color that is larger thap. Meanwhile, a
executingDi stri but ed_Col oring() (shown in Algo-  ,qe can only update its color either to the number betwteen
rithm 1) in parallel. Here, we call a pair of nodegighbors andn,, or to its negative node ID. Thus, each nades S will

if they are connected on the SPG, which is different from, \ndate its color at most once. The algorithm terminates

the concept of neighbors defined according to communicatigfan none of nodes can update its color, and the total number
abilities. Each sensor; initializes its color to a unique of iterationsI < |S|.

infeasible one, e.g., adding its own ID), to n,. As such, we Validity. We prove validity by induction ork. Let GEO) _

prevent any sensor nades irom prg—.assign_ing. itse!f a IMSiPS, Ep,C) be the colored graph after initialization, then for
color. Then each sensor node participates in iterativericgo all nodesz; we havec. — L. + n.. Since all nodes have
(2 Ti — Z; S

in ntil n lor ween tw n ive . . . . .
.upda't g until no color updates between two consecut u?nque identificationsyx;, x; € S,c,, # Cs., GEO) is valid.
iterations. J i j

- o (== s vali iterati
At the beginning of each iteration, node; announces (,:\)ssu.mer; is valid. Let the graph aftefth iteration be
its current color with its IDZ, to all its neighbors by G’ . Since in each iteration only the node that has the largest
broadcasting a messadé, , c )’ wherec. is its current color in its neighborhood can update its c(olor), we E’:l?sume
T YT )y T . k—1 k
color. At the same time, it records its neighbors’ curret-l-0.9 that nodex, updates its color from:(?) t(% Cz,, -
colors {c,, }.,enpr. IN €ach iteration, only the sensor nodeéccording to the color updating condition 2, # czq), for

that satisfy the following conditions is allowed to update i all z, that are its neighbors. Thuél,gk) is valid. [ ]

color: When Algorithm 1 produces a valid but infeasible graph,
1) It has not been assigned a feasible color yet. e.g., some sensor nodes have a color that is out of the feasibl
2) lIts color is larger than all its neighbors’. rangell, ..., n,], the sensor nodes with infeasible color will
FunctionUpdat eCol or () first tries to find a new color randomly choose a feasible color regardless of their neigtib

that satisfies all conditions listed below. colors. We note that at this step sensor nodes should nat sele

1) Feasible the new color should be one of the storag@_e nearest colors, otherwise it is likely thgt several @nth
will choose the same storage node and will reduce the level

nodes’ colorsg; € {1,...,ng}. _
2) Valid, none of its neighbors has chosen this cotir,¢  ©f Privacy. ,
{Co. Yo cnibr - J Algorithm challenges. There are several practical chal-

3) Nearest among all valid and feasible colors, it choose@nges associated _With this algorithm. L
the storage node that is separated by the fewest hoé}oose Synchronizatiorifhe correctness of the distributed
counts from itself coloring algorithm holds only if at most one node in its
Sometimes it is os-sible that no feasible and valid COlgeighborhood updates its color in each iteration. Such a con
is available. as s?\own in Figure 5(b). In those Casaition can be guaranteed only if every node decides whether
Uodat eCol Ear() retums—|c ?Ne note tr.1at the al orithmﬁ should update its color after all color announcements are
paa ril € alg delivered. Thus, it is important to let every node have adbos
terminates when none of the nodes can update its color furthse nchronized clock and to let the color announcements reach
and the following Lemma holds. . >ynen R -
its neighbors. For synchronization, one can use TPSN (Tmin

Lemma 1. Algorithm 1 always terminates afté§| iterations sync Protocol for Sensor Networks) [14], a light-weight syn




chronization protocol. For coloring announcement, we use
TTL (time to live) to control the flooding range. The neighbor
with regard to the SPG are not communication neighbors.
Thus, the coloring announcement has to be broadcast beyond a
1-hop neighborhood. In cases where the communication range
r. equals the sensing rangg, the privacy pair can be located

up to2r, apart and we set TTL 2r,/r. = 2.

Reducing energy through on-demand, incremental coloring.
Energy-efficiency is one of the main concerns when designigg 6 spG and information redundancy. NoBle D and  form privacy
algorithms for sensor networks. Our SPG-based coloring akhirs, and their intersected sensing area is contained dyntersection of
gorithm is energy efficient in the sense that each node always andC's sensing regions.
chooses a valid color of the storage node closest to it, and
it converges in at mostS| steps. Additionally, we adopt the
following rules to further reduce the energy consumptidn: (

Construct the SPG on-demanid. a tracking sensor network, How? Availabilit d ori flicti biecti
a few nodes will detect the target; we call those noHest ow: Avallabiiity and privacy are conflicting objectives.

nodesS);. Instead of constructing an SPG across the who-lré1us we ad]uslt thEe d#phc;tlo;: pr_obabﬂﬁyfto palance _be- i
network, only hot nodes will participate in constructingathtWeen two goals. Each node that is part of privacy pairs wi

SPG by broadcasting control messages locallyli@emental replicate messages with probabilityParticularly, in each data

coloring. That is to incrementally update the SPG as the targr&portmg period, a node generates a random number in the

moves continuously. rqﬁg(te of[oé 1]. On:y |fttr;e random ntumber is s;na[{ler than .
The incrementalcoloring algorithm works in the following Wit 1t send a replicated message fo a second storage node.

manner. When the target moves to locationinitially, all hot >ctingp = 0 gives privacy higher priority while assigning

. : : = 1 favors availability.
nodesSy.: (L) will color themselves using Algorithm 1. InP ) N .
the next time window, the target moves to another locafien Where?To avoid the situation that the duplicated messages

and theSy,.; (L») will intersect with Sy, (L1 ). The nodes that from the same region are always delivered to the same storage
belong to the intersectiofin,: (Ls)MSho:(L1) keep their color node, the privacy pairs will randomly choose a second storag

unchanged, and the nodes that are part of thesgg{L2) — hode to deliver their duplicated messages.

Shot(L1) select their colors. As such, the colors$),;(L2)N V. EXPERIMENT VALIDATION

Shot(L1) can be treated as prior knowledge, and only nodes _. .

in the setShor(La) — Shot(L1) need to announce and updaté" Simulation Methodology

their colors iteratively. We note that this incrementalceoig We have implemented the SPG-based data dissemination
is especially beneficial in reducing energy cost when thgetar algorithm with C++. We simulated a sensor network deployed

privacy pairs duplicate messages allows us to spend energy
on the most valuable messages.

moves at a low speed. in a 2000m-by-2000m region with, = r. = 250m, and
] S o a target moved randomly throughout the network region at
C. Enhancing Availability via Message Replication a speed of25m/s. We studied all three data dissemination

In a non-failure scenario, the mobile sinks can derjv&) strategies: the shortest path, random coloring, and our-SPG
by acquiring data from every storage node. However, the ddtased algorithm. For the SPG-based algorithm, we set the
stored on storage nodes may be unavailable due to hardwaiigacy factora to 15m and measured the energy cost for both
failure or jamming attacks. The goal of maintaining highadatconstructing SPG and delivering data. To capture the Statis
availability is to ensure that the intersection of the infiation characteristics, we evaluatel, A, and £ by running our
state of available storage nod€$,. 7:(t), is close top*(¢). experiments 10 rounds and each round lasted for 1000 seconds
A natural way to improve high availability involves repltean, with a 1 second sensinigterval .

e.g., let a sensor node deliver a copy of the data to another i

storage node. However, naive duplication will increase ttfe EXperiment Results

energy cost. To replicate efficiently, we ask three question We performed two sets of experiments to study the impact
(1) who should duplicate its messages, (2) how, and (3) wherkep and the number of storage nodes respectively.

should the duplicated messages go? 1) Impact ofp: We first compared the performance of three

Who? Only privacy pairs shall duplicate their messageslgorithms in the scenarios of 200 sensor nodes and 3 storage
This heuristic can be illustrated by the example in Figure 6pdes when varying from 0 to 1. The results are depicted in
which consists of two privacy pair$B, D) and (B, E), and Figure 7, from which we observed that the availability of all
isolated nodesA and C. The nodes that do not form privacythree algorithms improves with increasing but at the cost of
pairs with any hot nodes are usually located in the centeobf Hess privacy and higher energy cost. Compared with the other
nodes. Their intersection (denoted by the light grey shadotwo algorithms, the energy cost of the SPG-based algorithm
is typically larger than the interaction of privacy pairsida grows slower. Interestingly, whep is larger than0.1, the
thus is less valuable towards increasing availability.tihgt energy cost of the SPG-based algorithm becomes smaller than
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Fig. 7. Comparison between shortest path coloring, randdoring and the SPG-based algorithm withchanging from 0 to 1n,, = 200. ns = 3.

the one of the shortest path scheme. This is because our VI. RELATED WORK
SPG-based algorithm only allows privacy pairs to duplicate Much attention has been devoted to addressing privacy

messages instead of all hot nodes. issues in the context of data mining and databases [15], [16]
Figure 7(b) shows” and E for all three algorithms. Note [17]. A common technique is to perturb the data and to
that the point a0, 1) represents the (unachievable) ideal ofeconstruct distributions at an aggregate level. This tgpe
perfect privacy with no energy cost. Figure 7(b) shows thapproach is centralized and cannot be applied to resource-
the SPG-based algorithm accomplishes higher privacy tien tonstrained sensor networks.
shortest path scheme, which can only achieve a maximuniThe problem of providing contextual location privacy in
privacy of 0.2. Compared with the random coloring schemey/SNs has been well studied. The primary concern of location
the SPG-based algorithm can achieve the same level of privagivacy in WSNs is to protect the source location [6], [18],
with less energy cost. [19] and sink location information [7]. To protect the soeirc

Finally, Figure 7(c) shows that the SPG-based algorithlfication against a local adversary, phantom routing [6fuse
dominates both the shortest path and random coloring scheffdom walk before commencing with regular flooding/single
with regard toA and E. That is, at the same energy cost thBath routing. Later, Mehta et al. [18] and Yang at al. [19]

SPG-based algorithm provides highest availability. studied the source location privacy problem in the_ presence
of a global adversary who can observe all traffic in the

2) Impact ofns: Besides tuning to balance betweer network. Mehta et al. proposed to use hop-by-hop encryption
and P, it is interesting to know what the maximum achievabley hide the message flows, and Yang et al. proposed to inject
A'is, given the energy budget and the minimum requifed fake messages. Deng et al. [7] proposed randomized routing
Figure 8(a) and Figure 8(b) show such cases with the requieggorithms and fake message injection to prevent an adyersa
ments of £ < 50 and P > 0.4. As n; becomes larger than from locating the network sink based on the observed traffic
4, the SPG-based algorithm outperforms the random coloripgtterns.
schemes, and uses a smaller amount of energy. Moreove\ common design goal of data dissemination protocols [20]
we observe that in Figure 8(a), with the increases of thg wireless sensor networks is to achieve energy-efficiency
storage-node number, the availability of SPG-based algori Ugur et al. [20] let data travel down an event dissemination
increases much faster than the availability of the randofiee based on a schedule to save energy. To address the data
coloring algorithm. This confirms our analysis: distrilngti privacy issues, Shao et al. [1] designed a data disseminatio
messages evenly is insufficient; and the content of messagefeme called pDCS that can provide different levels of data
is more important than the number of messages in termsgfvacy based on different cryptographic keys.
data Uncertainty. We note that the shortest path algorithmm the areas of Constructing storage systems, Gregory et
cannot achieve the requirements and does not show upain[21] and SafeStore [22] have addressed issues of egsurin
the plots. Similarly, as shown in Figure 8(c) and Figure 8(djhe system availability and integrity policies in the prese
given the requirements ot > 0.6 and E' < 50, the SPG- of component failures and malicious attacks.
based algorithm achieves higher maximum privacy than theynjike prior work, we addressed the problem of data

shortest path scheme and uses less energy. We note the rangificy and data availability at the same time using a non-
coloring scheme cannot find any feasible solution to meet tag/ptographic method.

requirements and does not appear in the plots.

In summary, our SPG-based data dissemination proto- VII. CoNcLUsION

col combines the advantages of two baseline disseminatiorPreserving data privacy and data availability in WSNs
schemes and can achieve better data privacy and a highér leaenot be achieved purely by cryptographic strategieshig t
of data availability while consuming less energy. paper, we proposed an SPG-based data dissemination grotoco
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