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Abstract. This research explores interactive games using hand and face
tracking with a robot as a tool for autism therapy. The robot is equipped
with a head and two arms, each with two degrees of freedom, and a cam-
era. We trained a classifier to detect human hands and subsequently,
used this classifier along with a standard face tracker to create two in-
teractive games. In the first game the robot waits for the child to initiate
an interaction by raising one or both hands. In the second game, the
robot initiates interactions. These games are designed to increase at-
tention, promote turn-taking skills and encourage child-led verbal and
non-verbal communication through simple imitative play. This research
makes two specific contributions: (1) We present a low-cost robot design
which measures and adapts to a child’s actions during interactive games
and, (2) we train and test a hand detector, based on Haar-like features,
which is usable in various kinds of human-robot interactions.
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1 Introduction

Robot-assisted autism therapy employs robots as social mediators for promot-
ing and teaching communication skills in autistic children. Robots have been
used effectively to engage autistic children in interactive game playing and re-
search has demonstrated that robot-assisted autism therapy promotes increased
speech and increased child-initiated interactions in children with Autism Spec-
trum Disorder (ASD) [4]. The goal of our research is to provide parents and
therapists with an effective, widely usable, interactive robot that will broaden
the impact of traditional therapies. Research in robot-assisted autism therapy
typically emphasizes specific objectives for ideal human-robot interaction includ-
ing an increased attention span, eye contact, proactive interaction with the robot
initiated by the child, verbal and non-verbal cues, turn-taking, imitative game
playing and overall use of language.

In this paper, we describe a simple interactive robot, named CHARLIE
(CHild-centered Adaptive Robot for Learning in an Interactive Environment),
which uses a turn-taking game for the purpose of engaging autistic children dur-
ing therapy. See Figure 1. The robot is designed with a head and two arms, each



Fig. 1. CHARLIE. [left] Completed robot. [right] Internal structure.

with two degrees of freedom, and a camera for face and hand detection. The
camera is mounted inside the robot head which moves, as needed, to maintain
visibility of the face whenever possible. We show that basic commodity hard-
ware is sufficient to implement face and hand tracking for interactive games
designed for use in autism therapy. Ongoing research focuses on designing and
conducting clinical studies with autistic children in order to test and measure the
effectiveness of using CHARLIE for promoting turn-taking and basic communi-
cation skills. Due to its relatively low cost and inelaborate hardware, CHARLIE
is intended to be accessible to a larger population of children than many of the
robots currently used for autism therapy. Because of its hand tracking capability,
CHARLIE can autonomously participate in a wider range of user-driven, inter-
active games where robot actions are determined by the actions of the child.
Furthermore, the robot can automatically collect information about the child’s
interactions and provide a summary report for evaluation at a later time.

In general, the implementation of a robust hand tracking system can greatly
improve the quality of human-robot interaction, especially when the robot is
intended for rehabilitative or therapeutic purposes. First, the progress and pref-
erences of a user can be measured objectively by monitoring response times,
length of engagement and number of user-led responses. This information, com-
bined with the amount of verbal and non-verbal communication during a session,
can provide valuable information pertaining to a user’s progress. In the longer
term, we expect the insight gained from this research to generate deeper un-
derstanding of the unique nature of robot interactions with the developmentally
disabled, leading to broader innovations in robot software for therapy and assis-
tance to this population.



The remainder of this paper is structured as follows. Section 2 is a review
of related work. Then, we detail the fundamental methodology and approach
underlying the robot and game design in Section 3. In Section 4, we present a
description of the preliminary test design and results. We conclude the paper
with a summary of our research and a brief discussion about future work in
Section 5.

2 Background

Autism therapy ultimately seeks to promote human-to-human interaction. Over
the past decade, the use of robots as social mediators has been explored as a
tool for supplementing traditional autism therapies in order to teach and improve
social skills. Robots are well-suited for interactive games with autistic children
since they tend to be perceived as predictable, non-threatening, and are able
to perform repetitive tasks consistently and reliably [10, 13]. Most importantly,
an increase in basic social and interaction skills has been observed when using
robots for turn-taking and imitation games [6].

Some of the most promising results from robot-assisted autism therapy in-
clude an increased attention span, eye contact, child-led speech, improved turn-
taking and imitative game playing skills and overall use of language [5]. Min-
imally expressive robots such as KASPAR [15] have been used to explore the
efficacy of robot-mediated therapy for autistic children. That research revealed
that relatively low functioning autistic children, who would not normally seek
physical or eye contact, directly engaged with the robot and, in some cases,
proactively touched and gazed at co-present others during sessions with KAS-
PAR.

Other research used for assisting autistic children has resulted in the de-
sign and development of various robotic systems. With Keepon [8], it was ob-
served that a very simple robot interface could be used to engage the attention
of autistic children and facilitate social interaction. Results obtained from the
Bubblebot research [17] showed that human-robot and human-human interac-
tion is increased with a responsive robot whose actions are contingent on user
commands. The IROMEC project [12] identified three play scenarios and five
distinct developmental areas most beneficial for collaborative, interactive play
with autistic children [7].

The robot described herein incorporates key characteristics from each of the
above studies. The toylike, non-humanoid appearance of the Keepon and the
user-directed modality of the Bubblebot were used as the basis for the develop-
ment of the robot architecture and the three types of play scenarios identified in
the IROMEC study, (1) turn-taking, (2) sensory reward and (3) imitation were
used to design the games detailed in this paper. The unique contribution made
by this research is the low-cost design and additional functionality provided with
the face and hand tracking system. With face and hand tracking, the robot will
not only be able to participate in qualitatively different interactive games but



it will also allow the robot to collect pertinent information regarding a child’s
specific progress that may be difficult or impossible to obtain otherwise.

3 Methodology and Approach

The approach taken for this research is based on the integration of robot and
game designs that are known to be effective with autistic children. The five
specific design components considered in this paper include robot hardware and
design (Section 3.1), face and hand detection (3.2), face and hand tracking (3.3),
interactive game design (3.4) and data collection (3.5) .

3.1 Robot Hardware and Design

Recent research has shown that robots with a simple interface are generally
better received initially by children with autism, than robots with a more real-
istic, human-like appearance [14]. The implication is that low-tech robots, when
designed appropriately for the particular needs of the autistic child(ren) they
will serve and the context in which they will be used, can be used effectively
to teach and promote social skills. In addition to the low cost mentioned above,
CHARLIE’S physical design is intended to be toy like to create a friendly and
approachable outward appearance and to more easily attract the attention of a
child.

CHARLIE’s hardware includes 6 servos, 3 pan-tilt platforms, an 8 channel
servo controller, a consumer-grade web cam, and 2 D-cell battery packs. The
robot’s body is padded for safety, and its outer surfaces are covered with a bright
green, fur-like material to achieve a non-threatening appearance. During active
game play the child’s attention is typically focused near CHARLIE’s hands, so
one LED is embedded in each of the hands to provide positive feedback during
interactive games. Exclusive of the computing hardware, the retail cost of the
robot’s components is approximately 200 USD. In a production version of this
robot, a computer could be integrated into the robot’s body, or users could
connect via USB to a standard laptop or desktop PC.

3.2 Face and Hand Detection

The Open Source Computer Vision Library (OpenCV) [2], a cross-platform li-
brary for real-time computer vision applications, was used for training the hand
classifier and for the implementation of hand and face detection. OpenCV pro-
vides a facility for object detection based on an extended set of Haar-like features
[9]. Informally, this method works by screening small portions of an image for
visual characteristics of the target object. To train a classifier to identify a spe-
cific class of objects, OpenCV uses Adaptive Boosting (AdaBoost) [16] to create
a cascade of boosted classifiers defined over these features.

Face detection is a well-studied problem [18, 19], and effective face classifiers
are freely available through OpenCV. Conversely, robust and real-time hand



detection in diverse environments, is a topic of continuing research. Numerous
approaches for developing robust hand detectors have been explored [1, 11], but
the resulting classifiers have not been made available to the research community.
Further, hand classifiers that are freely available are not accurate or efficient
enough for our application. In order to implement a hand detector suitable for
our purposes, we trained a new hand classifier to detect hands in various light-
ing conditions, rotations, scales and finger positions. Approximately 750 positive
hand images of various size, color and position and approximately 3300 negative
images were collected and cropped to a uniform pixel size of 40x40. Represen-
tative examples are shown in Figure 2. To create additional positive training
samples representing variations in lighting, rotation and scale, ten distortions
were applied to 100 of those samples, yielding a total of approximately 1750
positive hand samples. We trained a twenty-stage cascade on these samples,
yielding an error rate on the training set approaching zero. Section 4 presents a
quantitative evaluation of the classifier performance.

Fig. 2. Images used to train the hand detector. [top] Positive examples. [bottom] Neg-
ative examples.

3.3 Face and Hand Tracking

Face and hand tracking were implemented using the Continuously Adaptive
Mean Shift (CAMSHIFT) algorithm [3]. CAMSHIFT incorporates the MEAN-
SHIFT algorithm which is based on a nonparametric technique for climbing den-
sity gradients to find the peak of the probability distribution of the position of a
given target object. For face and hand tracking, this translates to identifying the
center of the target color distribution in a given video frame. The CAMSHIFT
technique was implemented for this research because it is fast (making it ideal
for use in real-time tracking applications), with relatively robust accuracy. This
tracking method improves performance by eliminating the need to repeat the
face and hand detection for each frame of the video. To overcome errors result-
ing from drift in the CAMSHIFT algorithm, the robot periodically repeats the



full face detection process. In the event that the robot cannot detect the face, the
robot head is reset to a neutral position and searches outward in an increasingly
larger area.

Fig. 3. State diagram for CHARLIE’s interactive games.

3.4 Interactive Game Design

As detailed in Figure 3, the robot has two states: passive and active game modes.
Within each of the two game modes, there are five poses: neutral (both hands
down), left hand raised, right hand raised, both hands raised and peek-a-boo,
as shown in Figure 4. In order to give the child initial control over the robot’s
actions, the default robot state is the passive game mode. Once the robot detects
and begins tracking the child’s face and hands, the robot indicates that it is ready
to interact by moving to the neutral pose and blinking the LEDs in its hands
three times. The robot then immediately enters the passive game mode and
waits for the child to initiate a game by raising one or both hands. As the child’s
hand movements are detected, the robot responds by imitating the child’s hand
positions and lighting the LED in the corresponding hand while simultaneously
detecting any additional hand movements. If ten seconds elapse without any
detected hand movement, the robot will transition to the active game mode.

During the active game mode, the robot initiates a new game and attempts
to engage the child by raising or lowering one or both arms, or beginning a
game of peek-a-boo. Each pose assumed by the robot in the active game state is
selected randomly in order to avoid repetitive patterns of poses. When a positive
outcome is detected (the child successfully imitates the robot’s pose), positive
sensory feedback is generated by the robot. A positive sensory response entails
the robot lighting a small LED in the hand corresponding to the raised hand
or hands of the imitated pose. As with the passive game mode, the robot will



wait ten seconds for the child’s response. If ten seconds elapses and a positive
response has not been detected, the robot will transition back to the passive
game mode, waiting again for the child to initiate a new game.

3.5 Data Collection

There are two distinct kinds of user interaction information collected by the
robot. Information pertaining to the user’s overall progress such as (1) the total
length of active engagement (time spent actively engaging in either passive or
active mode), (2) number of child-led actions and (3) the number of successful
interactions is continuously captured during each session. At the end of the
session, this information is used to create a user progress report for analysis and
for future sessions with the same child. The second type of user information,
such as the length of the intervals between interactions, is used for controlling
the robot state.

Fig. 4. CHARLIE poses. [top left] Left hand high. [top center] Right hand high. [top
right] Both hands high. [bottom left] Neutral. [bottom right] Peek-a-boo.

4 Preliminary Tests

As a proof of concept for CHARLIE’s effectiveness, preliminary tests were con-
ducted with a small group of typically developing children. See Figure 5. A



Fig. 5. Children Interacting with CHARLIE.

relatively large age range (4-11 years) was selected primarily to test the reaction
times of the robot when used with children of varying levels of ability. Each child
participated in an 8-10 minute session, in which both game modes were tested
and the accuracy of the hand and face detectors was measured. The duration of
each game mode was recorded to ensure that adequate time is given for the child
to respond before a transition is made to the alternate game mode and the ef-
fectiveness of the positive sensory feedback (LEDs in hands indicating successful
detection) was assessed.

It is important to note that preliminary tests were conducted strictly to
test the speed and accuracy of the face and hand detector and to assess the
appropriateness of CHARLIE’s timed responses during game play. Future studies
with autistic children will be designed to test and measure each child’s progress
in terms of specific turn-taking through imitation objectives including length of
engagement, number of child-led actions and verbal or nonverbal communication.

The accuracy of the face detector and tracker was determined by calculating
the ratio of successful face detection time to the total session time. The face
detector averaged an accuracy of 86% across all sessions and users. This accuracy
rate is artificially low because it includes as misses the aggregate time when
participants moved outside of the video frame. The accuracy of the hand detector
and tracker was calculated similarly. In a typical session, users averaged 33 child-
initiated hand movements and imitated 16 robot movements per minute. The
hand detector accurately detected the child’s hands an average of 92% of the
total session time, with 244 hits out of 265 total hand events.

Nearly all of the children expressed a preference for the passive game mode,
where the robot imitates the child’s hand actions, and their comments were
supported by the significantly greater amount of time each of those children spent
in the passive mode compared to the active mode during their respective sessions.
Our hypothesis is that autistic children interacting with CHARLIE may also
prefer the passive game mode, since this affords the child the greatest amount
of control over the robot. We consider these preliminary results as an important
proof-of-concept in preparation for controlled tests with autistic children.



5 Future Work and Conclusions

This research resulted in the design and development of a low-cost, adaptive
robot and a dual-mode interactive game for use in robot-assisted autism therapy.
One of the aims of this research was to create a robot that is financially accessible
to a greater population of therapists and families with autistic children in order
to broaden the impact of traditional therapies. The second objective was to
develop a hand detector enabling a larger scope of interactive games in which
the robot can engage autonomously. Achieving this second objective also allows
for real-time collection of important user interaction information specific to the
preference and progress of each child undergoing autism therapy. Collectively,
these contributions produce a new robot which is designed to be child-centered,
adaptive to user preference, and to fulfill a key supportive role for therapists by
automatically generating user progress reports.

Work on the hand classifier is ongoing in order to produce a more robust
hand detector with improved accuracy. To further improve the accuracy of hand
and face detection and to explore the remote detection of user stress levels, we
are researching the use of infrared sensing to collect physiological information
using a prototype similar to the one used for this research. Continuing work is
also being conducted to identify and develop measures of success so that user
information collected during an interactive game can be used to assess the child’s
readiness for more advanced, child-initiated games such as collaborative group
play and story-telling.

Field tests with a population of autistic children are being designed and
planned for Fall 2010. Discussions with clinicians currently working with autistic
children from the South Carolina Department of Disabilities and Special Needs
and the South Carolina Autism Treatment Network most recently resulted in
the recommendation that young autistic children undergoing early intervention,
Applied Behavioral Analysis (ABA) would be good candidates for interacting
with CHARLIE. A cornerstone of ABA relies on the assessment and documen-
tation of interventions to ensure their efficacy and to promote progress from
one session and from one therapist to the next. In addition, it was recommended
that two physically distinct robot prototypes be tested. To complement the “soft
and fuzzy” appearance of CHARLIE, a robot with a more mechanical, robotic
outward appearance will be constructed in order to appeal to a broader scope
of children. Ultimately, three general elements will be considered for evaluating
CHARLIE’s design: (1) children’s response to CHARLIE’s physical appearance,
(2) overall engagement of the child undergoing therapy with CHARLIE and, (3)
effect on turn-taking and communcation skills. Specific measures of success are
currently being developed.
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